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Abstract

Coverage functions are an important class of discrete functions that capture the
law of diminishing returns arising naturally from applications in social network
analysis, machine learning, and algorithmic game theory. In this paper, we pro-
pose a new problem of learning time-varying coverage functions, and develop a
novel parametrization of these functions using random features. Based on the con-
nection between time-varying coverage functions and counting processes, we also
propose an efficient parameter learning algorithm based on likelihood maximiza-
tion, and provide a sample complexity analysis. We applied our algorithm to the
influence function estimation problem in information diffusion in social networks,
and show that with few assumptions about the diffusion processes, our algorithm
is able to estimate influence significantly more accurately than existing approaches
on both synthetic and real world data.

1 Introduction

Coverage functions are a special class of the more general submodular functions which play impor-
tant role in combinatorial optimization with many interesting applications in social network anal-
ysis [1]], machine learning [2], economics and algorithmic game theory [3], etc. A particularly
important example of coverage functions in practice is the influence function of users in information
diffusion modeling [[1] — news spreads across social networks by word-of-mouth and a set of influ-
ential sources can collectively trigger a large number of follow-ups. Another example of coverage
functions is the valuation functions of customers in economics and game theory [3] — customers are
thought to have certain requirements and the items being bundled and offered fulfill certain subsets
of these demands.

Theoretically, it is usually assumed that users’ influence or customers’ valuation are known in ad-
vance as an oracle. In practice, however, these functions must be learned. For example, given past
traces of information spreading in social networks, a social platform host would like to estimate
how many follow-ups a set of users can trigger. Or, given past data of customer reactions to differ-
ent bundles, a retailer would like to estimate how likely customer would respond to new packages of
goods. Learning such combinatorial functions has attracted many recent research efforts from both
theoretical and practical sides (e.g., [4, 15,16, 7, 18]), many of which show that coverage functions can
be learned from just polynomial number of samples.

However, the prior work has widely ignored an important dynamic aspect of the coverage functions.
For instance, information spreading is a dynamic process in social networks, and the number of
follow-ups of a fixed set of sources can increase as observation time increases. A bundle of items
or features offered to customers may trigger a sequence of customer actions over time. These real
world problems inspire and motivate us to consider a novel time-varying coverage function, f(S,t),
which is a coverage function of the set S when we fix a time ¢, and a continuous monotonic function
of time ¢ when we fix a set S. While learning time-varying combinatorial structures has been ex-



plored in graphical model setting (e.g., [9} [10]), as far as we are aware of, learning of time-varying
coverage function has not been addressed in the literature. Furthermore, we are interested in esti-
mating the entire function of ¢, rather than just treating the time ¢ as a discrete index and learning
the function value at a small number of discrete points. From this perspective, our formulation is the
generalization of the most recent work [8]] with even less assumptions about the data used to learn
the model.

Generally, we assume that the historical data are provided in pairs of a set and a collection of times-
tamps when caused events by the set occur. Hence, such a collection of temporal events associated
with a particular set S; can be modeled principally by a counting process N;(t),¢ > 0 which is a
stochastic process with values that are positive, integer, and increasing along time [11]]. For instance,
in the information diffusion setting of online social networks, given a set of earlier adopters of some
new product, N;(t) models the time sequence of all triggered events of the followers, where each
jump in the process records the timing ¢;; of an action. In the economics and game theory setting, the
counting process N;(t) records the number of actions a customer has taken over time given a partic-
ular bundled offer. This essentially raises an interesting question of how to estimate the time-varying
coverage function from the angle of counting processes. We thus propose a novel formulation which
builds a connection between the two by modeling the cumulative intensity function of a counting
process as a time-varying coverage function. The key idea is to parametrize the intensity function
as a weighted combination of random kernel functions. We then develop an efficient learning algo-
rithm TCOVERAGELEARNER to estimate the parameters of the function using maximum likelihood
approach. We show that our algorithm can provably learn the time-varying coverage function using
only polynomial number of samples. Finally, we validate TCOVERAGELEARNER on both influence
estimation and maximization problems by using cascade data from information diffusion. We show
that our method performs significantly better than alternatives with little prior knowledge about the
dynamics of the actual underlying diffusion processes.

2 Time-Varying Coverage Function

We will first give a formal definition of the time-varying coverage function, and then explain its
additional properties in details.

Definition. Let U/ be a (potentially uncountable) domain. We endow U{ with some o-algebra ./ and
denote a probability distribution on ¢/ by P. A coverage function is a combinatorial function over a
finite set V of items, defined as

F(S)=2-P (Usesus) . forall S € 2", (1)

where Us C U is the subset of domain U covered by item s € V, and Z is the additional nor-
malization constant. For time-varying coverage functions, we let the size of the subset I/, to grow
monotonically over time, that is

Us(t) CU(T), forallt < Tands €V, (2)
which results in a combinatorial temporal function
— 7. v
F(SH)=2-P (Usesus(t)) . forall S € 2V, 3)

In this paper, we assume that f(S,t) is smooth and continuous, and its first order derivative with
respect to time, f'(S,t), is also smooth and continuous.

Representation. We now show that a time-varying coverage function, f(S,t), can be represented
as an expectation over random functions based on multidimensional step basis functions. Since
U, () is varying over time, we can associate each u € U with a |V|-dimensional vector 7, of change
points. In particular, the s-th coordinate of T, records the time that source node s covers u. Let T
to be a random variable obtained by sampling u according to P and setting 7 = 7,,. Note that given
all T, we can compute f(S,t); now we claim that the distribution of T is sufficient.

We first introduce some notations. Based on 7, we define a |)|-dimensional step function r,,(t) :
R, — {0, 1}“}‘ , where the s-th dimension of 7, (¢) is 1 if u is covered by the set U, (t) at time ¢, and
0 otherwise. To emphasize the dependence of the function r,(¢) on 7,, we will also write 7, (t) as
7., (t|T.). We denote the indicator vector of a set S by xs € {0, 1}/Vl where the s-th dimension of
Xs is 1if s € S, and 0 otherwise. Then u € U is covered by | J, . s Us(t) at time ¢ if x S7, () > 1.



Lemma 1. There exists a distribution Q(T) over the vector of change points T, such that the time-
varying coverage function can be represented as

F(8,t) = Z Ernger) [0(x&r(tT))] )

where ¢(z) := min {z, 1}, and v(t|T) is a multidimensional step function parameterized by T.

Proof. LetUs := J, s Us(t). By definition , we have the following integral representation

f(SH) =2 /M I{u € Us} dP(u) = Z - /M SO Tu(8)) dP(4) = Z - Eumpuy [60cEma(2))] -

We can define the set of u having the same T as U, := {u € U | T, = 7} and define a distribution
over T as dQ(7) := [,, dP(u). Then the integral representation of f(S,t) can be rewritten as

Z - Euw]P’(u) [ﬁb(XgTu(t))] =27 ETNQ(T) [¢(Xg7“(t|7'))] )
which proves the lemma. O

3 Model for Observations

In general, we assume that the input data are provided in the form of pairs, (S;, N;(t)), where S; is
a set, and N;(t) is a counting process in which each jump of N;(t) records the timing of an event.
We first give a brief overview of a counting process [[11]] and then motivate our model in details.

Counting Process. Formally, a counting process { N (t),¢ > 0} is any nonnegative, integer-valued
stochastic process such that N(¢') < N(t) whenever t' < t and N(0) = 0. The most common
use of a counting process is to count the number of occurrences of temporal events happening along
time, so the index set is usually taken to be the nonnegative real numbers R.. A counting process
is a submartingale: E[N (¢) | Hy] = N(t') for all t > ¢’ where H, denotes the history up to time ¢'.
By Doob-Meyer theorem [[11]], IV (¢) has the unique decomposition:

N(t) = A(t) + M(t) 4)
where A(t) is a nondecreasing predictable process called the compensator (or cumulative intensity),

and M (t) is a mean zero martingale. Since E[dM (t) | H;~] = 0, where dM (¢) is the increment of
M (t) over a small time interval [¢, ¢ + dt), and H;- is the history until just before time ¢,

E[dN(t) | Hs-] = dA(t) := a(t) dt (6)
where a(t) is called the intensity of a counting process.

Model formulation. We assume that the cumulative intensity of the counting process is modeled
by a time-varying coverage function, i.e., the observation pair (S;, N;(t)) is generated by

Ni(t) = f(Si,t) + M;(t) )
in the time window [0, 7] for some T' > 0, and df(S,t) = a(S,t)dt. In other words, the time-
varying coverage function controls the propensity of occurring events over time. Specifically, for a
fixed set S;, as time ¢ increases, the cumulative number of events observed grows accordingly for
that f(S;,t) is a continuous monotonic function over time; for a given time ¢, as the set S; changes
to another set S;, the amount of coverage over domain &/ may change and hence can result in a
different cumulative intensity. This abstract model can be mapped to real world applications. In
the information diffusion context, for a fixed set of sources S;, as time ¢ increases, the number of
influenced nodes in the social network tends to increase; for a given time ¢, if we change the sources
to §;, the number of influenced nodes may be different depending on how influential the sources
are. In the economics and game theory context, for a fixed bundle of offers S;, as time ¢ increases, it
is more likely that the merchant will observe the customers’ actions in response to the offers; even
at the same time ¢, different bundles of offers, S; and S;, may have very different ability to drive the
customers’ actions.

Compared to a regression model y; = ¢(S;) + ¢; with i.i.d. input data (S;,y;), our model outputs
a special random function over time, that is, a counting process NV;(t) with the noise being a zero
mean martingale M;(t). In contrast to functional regression models, our model exploits much more
interesting structures of the problem. For instance, the random function representation in the last
section can be used to parametrize the model. Such special structure of the counting process allows
us to estimate the parameter of our model using maximum likelihood approach efficiently, and the
martingale noise enables us to use exponential concentration inequality in analyzing our algorithm.
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4 Parametrization

Based on the following two mild assumptions, we will show how to parametrize the intensity func-
tion as a weighted combination of random kernel functions, learn the parameters by maximum
likelihood estimation, and eventually derive a sample complexity.

(A1) a(S,t) is smooth and bounded on [0, 7]: 0 < apmin < @ < Amax < 00, and d = d%a/dt?
is absolutely continuous with [ a(¢)dt < occ.
(A2) There is a known distribution Q’(7) and a constant C' with Q' (7)/C < Q(7) < CQ/ (7).

Kernel Smoothing To facilitate our finite dimensional parameterization, we first convolve the
intensity function with K (t) = k(t/o)/o where o is the bandwidth parameter and & is a kernel

function (such as the Gaussian RBF kernel k(t) = e~**/2 /y/2) with
0 < k(t) < Kmax, /k(t) dt =1, /tk(t) dt =0, and o} := /tQk(t) dt < oco. (8)

The convolution results in a smoothed intensity a®(S,t) = K(t) x (df(S,t)/dt) = d(K(t) %
A(S,t))/dt. By the property of convolution and exchanging derivative with integral, we have that

a™(8,t) = d(Z - Erq(r) K (t) * ¢(xs7(t|T)])/dt by definition of f(-)
=7 - Erog(r) [d(K(t) * ¢(Xgr(t|7-))/dt] exchange derivative and integral
=7 Erger) [K(t) % 6(t — (S, 7)] by property of convolution and function ¢(-)
=7 -Eruge) [K(t—t(S,7))] by definition of 4(+)

where ¢(S, T) is the time when function ¢(x 57 (¢|7)) jumps from 0 to 1. If we choose small enough
kernel bandwidth, a” only incurs a small bias from a. But the smoothed intensity still results in
infinite number of parameters, due to the unknown distribution Q(7). To address this problem, we
design the following random approximation with finite number of parameters.

Random Function Approximation The key idea is to sample a collection of W random change
points 7 from a known distribution Q’(7) which can be different from Q(7). If Q'(7) is not very
far way from Q(7), the random approximation will be close to ¢, and thus close to a. More
specifically, we will denote the space of weighted combination of W random kernel function by

w
A= {aff,(s,t) => wiK(t—t(8,7)) : w> o,g < Jwl|, < ZC} Am (). )
i=1

Lemma 2. If W = O(Z2/(ec)?), then with probability > 1 — 6, there exists an @ € A such that
EsE: [(a(S,t) —a(S,1))?] := Esp(s) fOT [(a(S,t) —a(8,1))?] dt/T = O(e* + o*).

The lemma then suggests to set the kernel bandwidth o = O(+/€) to get O(e?) approximation error.

5 Learning Algorithm

We develop a learning algorithm, referred to as TCOVERAGELEARNER, to estimate the parameters
of aX (S, t) by maximizing the joint likelihood of all observed events based on convex optimization
techniques as follows.

Maximum Likelihood Estimation Instead of directly estimating the time-varying coverage func-
tion, which is the cumulative intensity function of the counting process, we turn to estimate
the intensity function a(S,t) = OA(S,t)/0t. Given m iid. counting processes, D™ :=
{(81,N1(¢)), ..., (Sm, Nm(t))} up to observation time T', the log-likelihood of the dataset is [11]]

m T T
(D™a) =) {/ {log a(S;, )} dN;(t) —/ a(S;,t) dt}. (10)
i=1 70 0
Maximizing the log-likelihood with respect to the intensity function a(S,t) then gives us the esti-
mation a(S, t). The W-term random kernel function approximation reduces a function optimization
problem to a finite dimensional optimization problem, while incurring only small bias in the esti-
mated function.



Algorithm 1 TCOVERAGELEARNER
INPUT : {(S;, N;(t))},i=1,... ,m;
Sample W random features 74, ... , 7y from Q' (7);
Compute {t(Si, Tw)} s {gi} s {k(t”)} NS {1, . 77’)7,} ,aw=1,... ,I/V,tij <T;
Initialize w® € Q = {w > 0, ||w|; < 1};
Apply projected quasi-newton algorithm [12]] to solve[TT}
OUTPUT : aX (S, 1) = 1, w; K (t — (S, 7))

Convex Optimization. By plugging the parametrization a % (S, t) @) into the log-likelihood ,
we formulate the optimization problem as :

min E w'g; — E log (w " k(ti;)) subjectto  w = 0, |Jw|; < 1, (11)
w
i=1 ti;<T

where we define
T
gik = / K (t — t(8i77'k)) dt and k:l(tij) = K(tij - t(si,Tl)), (12)
0

t;; when the j-th event occurs in the i-th counting process. By treating the normalization constant
Z as a free variable which will be tuned by cross validation later, we simply require that ||w||; < 1.
By applying the Gaussian RBF kernel, we can derive a closed form of g;; and the gradient V¢ as

i=1 ti; <T
(13)

A pleasing feature of this formulation is that it is convex in the argument w, allowing us to apply
various convex optimization techniques to solve the problem efficiently. Specifically, we first draw
W random features 71,..., Ty from Q'(7). Then, we precompute the jumping time ¢(S;, 7o)

for every source set {S;}."; on each random feature {Tw}g;l. Because in general |S;| << n,
this computation costs O(mW ). Based on the achieved m-by-W jumping-time matrix, we prepro-
cess the feature vectors {g;};~, and k(t;;),i € {1,...,m},t;; < T, which costs O(mW) and
O(mLW) where L is the maximum number of events caused by a particular source set before time
T'. Finally, we apply the projected quasi-newton algorithm [[12] to find the weight w that minimizes
the negative log-likelihood of observing the given event data. Because the evaluation of the objective
function and the gradient, which costs O(mLW), is much more expensive than the projection onto
the convex constraint set, and L << n, the worst case computation complexity is thus O(mnW).
Algorithm [I|summarizes the above steps in the end.

Sample Strategy. One important constitution of our parametrization is to sample W random change
points 7 from a known distribution Q'(7). Because given a set S;, we can only observe the jumping
time of the events in each counting process without knowing the identity of the covered items (which
is a key difference from [8]]), the best thing we can do is to sample from these historical data.
Specifically, let the number of counting processes that a single item s € ) is involved to induce
be N,, and the collection of all the jumping timestamps before time 1" be J;. Then, for the s-th
entry of 7, with probability | 7;|/nNs, we uniformly draw a sample from 7;; and with probability
1 —|Js|/nNs, we assign a time much greater than 7" to indicate that the item will never be covered
until infinity. Given the very limited information, although this Q’(7) might be quite different from
Q(7), by drawing sufficiently large number of samples and adjusting the weights, we expect it still
can lead to good results, as illustrated in our experiments later.

6 Sample Complexity
Suppose we use W random features and m training examples to compute an ¢,-MLE solution @, i.e.,

((D™|a) = glgﬁé(’l)mm') — €.

The goal is to analyze how well the function finduced by @ approximates the true function f. This
sections describes the intuition and the complete proof is provided in the appendix.



A natural choice for connecting the error between f and fwith the log-likelihood cost used in MLE
is the Hellinger distance [[13]]. So it suffices to prove an upper bound on the Hellinger distance
h(a,a) between a and the true 1nten51ty a, for which we need to show a high probablhty bound on

the (total) empirical Hellinger distance H? (a, a’) between the two. Here, h and H are defined as

B2 (a,a) = 51@51@ [Va(S.5) - \/a’(S,t)} ,

B%(a,d’) = ;i/f [\/a(&,t) - \/a’(Si,t)r dt.

The key for the analysis is to show that the empirical Hellinger distance can be bounded by a mar-
tingale plus some other additive error terms, which we then bound respectively. This martingale is
defined based on our hypotheses and the martingales M, associated with the counting process N;:

Mmm:lgwﬂzpmﬂ=§;AgMMt
7 i=1

where g € G = { o = 3 5 log 45 ‘”a ca’ € .A}. More precisely, we have the following lemma.
Lemma 3. Suppose a is an €;-MLE. Then

H? (@,a) < 16M(T; gz) + 4 [Z(Dm|a) - maﬁﬁ(Dma’)] + 4ey.
a’'e

The right hand side has three terms: the martingale (estimation error), the likelihood gap between
the truth and the best one in our hypothesis class (approximation error), and the optimization error.
We then focus on bounding the martingale and the likelihood gap.

To bound the martingale, we first introduce a notion called (d, d’')-covering dimension measuring
the complexity of the hypothesis class, generalizing that in [[14]. Based on this notion, we prove
a uniform convergence inequality, combining the ideas in classic works on MLE [14] and count-
ing process [15]. Compared to the classic uniform inequality, our result is more general, and the
complexity notion has more clear geometric interpretation and are thus easier to verify. For the like-
lihood gap, recall that by Lemma 2] there exists an good approximation a € A. The likelihood gap
is then bounded by that between a and a, which is small since a and a are close.

Combining the two leads to a bound on the Hellinger distance based on bounded dimension of the
hypothesis class. We then show that the dimension of our specific hypothesis class is at most the
number of random features W, and convert H?(a, a) to the desired /5 error bound on f and f.

~ 5/4 ~
Theorem 4. Suppose W = O <Z2 [(ZET)WQ + (A> ! }) andm = O (2L [W + ¢;]). Then

€Amin

with probability > 1 — & over the random sample of{n}zl, we have that for any 0 <t < T,
~ 2
s[fsn -S| <e

The theorem shows that the number of random functions needed to achieve e error is roughly
O(e~5/?), and the sample size is O(¢~7/2). They also depend on Gu,i,, Which means with more
random functions and data, we can deal with intensities with more extreme values. Finally, they
increase with the time 7', i.e., it is more difficult to learn the function values at later time points.

7 Experiments

We evaluate TCOVERAGELEARNER on both synthetic and real world information diffusion data.
We show that our method can be more robust to model misspecification than other state-of-the-art
alternatives by learning a temporal coverage function all at once.

7.1 Competitors

Because our input data only include pairs of a source set and the temporal information of its trig-
gered events {(S;, N;(t))}.~, with unknown identity, we first choose the general kernel ridge re-
gression model as the major baseline, which directly estimates the influence value of a source set
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Figure 1: MAE of the estimated influence on test data along time with the true diffusion model being
continuous-time independent cascade with pairwise Weibull (a) and Exponential (b) transmission
functions, (c) discrete-time independent cascade model and (d) linear-threshold cascade model.
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xs by f(xs) = k(xs)(K + AI)~ly where k(xs) = K(xs,;,Xxs), and K is the kernel ma-
trix. We discretize the time into several steps and fit a separate model to each of them. Between
two consecutive time steps, the predictions are simply interpolated. In addition, to further demon-
strate the robustness of TCOVERAGELEARNER, we compare it to the two-stage methods which
must know the identity of the nodes involved in an information diffusion process to first learn
a specific diffusion model based on which they can then estimate the influence. We give them
such an advantage and study three well-known diffusion models : (I) Continuous-time Independent
Cascade model(CIC)[16} [17]]; (IT) Discrete-time Independent Cascade model(DIC)[1]]; and (III)
Linear-Threshold cascade model(LT)[1]].

7.2 Influence Estimation on Synthetic Data

We generate Kronecker synthetic networks ([0.9 0.5;0.5 0.3]) which mimic real world information
diffusion patterns [18]. For CIC, we use both Weibull distribution (Wbl) and Exponential distribu-
tion (Exp) for the pairwise transmission function associated with each edge, and randomly set their
parameters to capture the heterogeneous temporal dynamics. Then, we use NETRATE [16] to learn
the model by assuming an exponential pairwise transmission function. For DIC, we choose the pair-
wise infection probability uniformly from O to 1 and fit the model by [19]]. For LT, we assign the edge
weight w,,, between u and v as 1/d,,, where d,, is the degree of node v following []. Finally, 1,024
source sets are sampled with power-law distributed cardinality (with exponent 2.5), each of which
induces eight independent cascades(or counting processes), and the test data contains another 128
independently sampled source sets with the ground truth influence estimated from 10,000 simulated
cascades up to time 7" = 10. Figure[I|shows the MAE(Mean Absolute Error) between the estimated
influence value and the true value up to the observation window 7" = 10. The average influence
is 16.02, 36.93, 9.7 and 8.3. We use 8,192 random features and two-fold cross validation on the
train data to tune the normalization Z, which has the best value 1130, 1160, 1020, and 1090, respec-
tively. We choose the RBF kernel bandwidth » = 1/4/27 so that the magnitude of the smoothed
approximate function still equals to 1 (or it can be tuned by cross-validation as well), which matches
the original indicator function. For the kernel ridge regression, the RBF kernel bandwidth and the
regularization A are all chosen by the same two-fold cross validation. For CIC and DIC, we learn
the respective model up to time T for once.

Figure [1] verifies that even though the underlying diffusion models can be dramatically different,
the prediction performance of TCOVERAGELEARNER is robust to the model changes and con-
sistently outperforms the nontrivial baseline significantly. In addition, even if CIC and DIC are
provided with extra information, in Figure a), because the ground-truth is continuous-time dif-
fusion model with Weibull functions, they do not have good performance. CIC assumes the right
model but the wrong family of transmission functions. In Figure [I(b), we expect CIC should have
the best performance for that it assumes the correct diffusion model and transmission functions.
Yet, TCOVERAGELEARNER still has comparable performance with even less information. In Fig-
ure EKC), although DIC has assumed the correct model, it is hard to determine the correct step size to
discretize the time line, and since we only learn the model once up to time 7" (instead of at each time
point), it is harder to fit the whole process. In FigurdI[(d), both CIC and DIC have the wrong model,
so we have similar trend as Figure synthetic(a). Moreover, for kernel ridge regression, we have to
first partition the timeline with arbitrary step size, fit the model to each of time, and interpolate the
value between neighboring time legs. Not only will the errors from each stage be accumulated to
the error of the final prediction, but also we cannot rely on this method to predict the influence of a
source set beyond the observation window 7'.
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Figure 2: (a) Average MAE from time 1 to 10 on seven groups of real cascade data; (b) Improved
estimation with increasing number of random features; (c) Runtime in log-log scale; (d) Maximized
influence of selected sources on the held-out testing data along time.

Overall, compared to the kernel ridge regression, TCOVERAGELEARNER only needs to be trained
once given all the event data up to time 7" in a compact and principle way, and then can be used to in-
fer the influence of any given source set at any particular time much more efficiently and accurately.
In contrast to the two-stage methods, TCOVERAGELEARNER is able to address the more general
setting with much less assumption and information but still can produce consistently competitive
performance.

7.3 Influence Estimation on Real Data

MemeTracker is a real-world dataset [20] to study information diffusion. The temporal flow of in-
formation was traced using quotes which are short textual phrases spreading through the websites.
We have selected seven typical groups of cascades with the representative keywords like ‘apple and
jobs’, ‘tsunami earthquake’, etc., among the top active 1,000 sites. Each set of cascades is split into
60%-train and 40%-test. Because we often can observe cascades only from single seed node, we
rarely have cascades produced from multiple sources simultaneously. However, because our model
can capture the correlation among multiple sources, we challenge TCOVERAGELEARNER with sets
of randomly chosen multiple source nodes on the independent hold-out data. Although the genera-
tion of sets of multiple source nodes is simulated, the respective influence is calculated from the real
test data as follows : Given a source set S, for each node u € S, let C(u) denote the set of cascades
generated from v on the testing data. We uniformly sample cascades from C(u). The average length
of all sampled cascades is treated as the true influence of S. We draw 128 source sets and report
the average MAE along time in Figure [J{a). Again, we can observe that TCOVERAGELEARNER
has consistent and robust estimation performance across all testing groups. Figure 2(b) verifies that
the prediction can be improved as more random features are exploited, because the representational
power of TCOVERAGELEARNER increases to better approximate the unknown true coverage func-
tion. Figure 2fc) indicates that the runtime of TCOVERAGELEARNER is able to scale linearly with
large number of random features. Finally, Figure[2[d) shows the application of the learned coverage
function to the influence maximization problem along time, which seeks to find a set of source nodes
that maximize the expected number of infected nodes by time 7. The classic greedy algorithm[21]
is applied to solve the problem, and the influence is calculated and averaged over the seven held-out
test data. It shows that TCOVERAGELEARNER is very competitive to the two-stage methods with
much less assumption. Because the greedy algorithm mainly depends on the relative rank of the
selected sources, although the estimated influence value can be different, the selected set of sources
could be similar, so the performance gap is not large.

8 Conclusions

We propose a new problem of learning temporal coverage functions with a novel parametrization
connected with counting processes and develop an efficient algorithm which is guaranteed to learn
such a combinatorial function from only polynomial number of training samples. Empirical study
also verifies our method outperforms existing methods consistently and significantly.
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A Approximation Error

Recall that we view our data as a marked counting process
N;(t) = f(Si, t) + M;(t).

where t € [0,7] and T is the time window, S; C V is the marker, and M, (t) is a zero mean local
martingale.

We make the following assumptions for our analysis of the parametrization and estimation.

(A1) f(S,t) has derivative a(S, t) with respect to ¢. For any S, a(S,t) = df (S, t)/dt is smooth
and bounded on [0, T]: a(S, t) is smooth and bounded on [0,T]: 0 < amin < @ < Apax <
oo, and G := d?a/dt* is absolutely continuous with [ d(t)dt < oo.

(A2) There is a known distribution Q’(7) and a constant C' Wlth Q'(m)/C < Q(T) £ CQ/(7).

Let a® denote the convolution of a with a kernel smoothing function KX with bandwidth o. More
precisely, K (t) = 1k(%) and k is a kernel with

0 < k(t) < Kmax, /k(t) dt =1, /tk(t) dt=0, and o} := /t%(t) dt < .
Let

Z
{ sz t—tSZ,TZ)).w>O,C<w||1<ZC}

denote our hypothesis class. In the following, we show that there exists a € A that is close to a
when the number of features W is sufficiently large. We first show that a is close to a’* and then
show that there exists @ € A close to a®. The first step follows directly from a classic result in
kernel density estimation.

Lemma 5 (e.g., Theorem 6.28 in [22]). For any S andt, a¥(S,t) — a(S,t) = O(c?).

For the second step, we have the following lemma based on the quantitive C' measuring the differ-
ence between the true distribution Q of the features and the sample distribution Q.

Lemma 6. Let P(S) be any distribution of S. Suppose T, ..., Tw are drawn i.i.d. from Q' (1), and
W =0 ((CL(;MX) log ﬁ) Then with probability at least 1 — § over 71, ..., Tw, there exists
a € A such that,

_ 2
SNI?PIES) {Et [a(S,t) —a®(S,1)] > 62} < 0.

Q(m)
a(S,t) = 3 Zz 1 Q,(_r K (t — t(S, T;)) be the sample average of these functions. Then a € A

Z Z Qi) zZc
S]nce oW < WQ’(‘Q) < W

Proof. Let ai(S t) = Z ) K (t — ¢(S, ;) fori = 1,...,W. Then B oy (mylai] = a’*. Let

Fix S, and consider the Hilbert space with the inner product

1 T
(F.9) =B (S.00(8.0) = 7 [ 1(S.a(. 0y

We now apply the following lemma, which states that the average of bounded vectors in a Hilbert
space concentrates towards its expectation in the Hilbert norm exponentially fast.

Claim 1 (Lemma 4 in [23]])). Let X = {1, - ,zw } be iid random variables in a ball A of radius

M centered around the origin in a Hilbert space. Denote their average by X = % Z:/L ;. Then
for any 6 > 0, with probability 1 — 6,

- — M 1
X -EX|<—== |1 2log = | .
[ || W( +yf og5>

10



Since [|w||, < CZ and |K| < “mx the norm |[ja;|| < ©Zfmex. Then when W =
0] ((%)2 log ﬁ), for any fixed S we have

Pr, [Et [6(S,) — a*(8,)]” > 62] < 66,
where Pr.- is over the random sample of 7, ..., 7y . This leads to
Prsr(s)Prr B [a(S,1) = a¥(8,6)]" > ] < o0y

Exchanging Prs.p(s) and Pr. by Fubini’s theorem, and then by Markov’s inequality, we have

Pry {Prsscs) [Ec [a(S.1) — a¥(8,0)] > | 281} <6
This means with probability at least 1 — § over the random features, on at least 1 — §; probability
mass of the distribution of S, E; [a(S,t) — a® (S, )] ‘<eé. O

Combining the two, we have the following approximation error bound.
Lemma 2| Let P(S) be any distribution of S. Suppose 11, . . ., Tw are drawn i.i.d. from Q' (1), and
e
a € A such that with probability at least 1 — 61 over S,

E: [a(S,1) — a(S,1)]* < &+ O(c"),
Consequently, if W = O ((CZ”"‘“) log “max+CZ”““x), with probability at least 1 — 0 over

Ti,...,Tw, there exists a € A such that

EsE, [a(S,t) — a(S,1)]*> = O(? + o).

2 . e .
(%) log ﬁ). Then with probability at least 1 — § over T, ..., Tw, there exists

Proof. The first statement follows from Lemma I and @ Since [a(S,t) — a(S,t)]* < C) =
(@max + CZkmax)?, we can set §; = €2/C}. Then

EsE: [a(S,t) — a(S,t)] < (1=01) (2 +0(ch) +6,C1 = O(e® + o%)
which completes the proof. O

For convenience, let €2 := O(e? + o) denote the ¢, approximation error.

B Sample Complexity

Setup Recall that the true intensity a is bounded on [0, T']:
0 < @min < a < Qmax < 0.
The kernel K is also bounded on [0, T
0 < Kmin < K(t) < Kmax, Vt € [0,T]

where Kpin = minte[o,T] K(t) > 0 is satisfied for typical kernels, e.g., the Gaussian kernel. Our
hypothesis class is

QlIN

{ Zw t—tSl,TZ)).w>0,<w||1<ZC’}

and thus aX is also bounded: Va €A,

A min
0<a®, = Z a'(S,t) < av = CZmax, VS, t € [0, T].

With the exception of kmin and ay.;,, that depend on o, all other parameters are treated as constants.

11



We observe D™ = {(S;, N;(t))};~,, and we want to fit a(S,t) by af (S,t) by using maximum
likelihood estimation (MLE). The log-likelihood is defined as

((D™a) = Z/ [loga’(S;,t)] dN;(t Z/ "(S;,t)d

and we optimize the log-likelihood to find an approximate solution.
Definition 7. We say that a € A is an €;-MLE if
L{D"a) = maxﬁ(Dm|a ) — €.
a’€A

Analysis Roadmap Our final goal is to bound the ¢5 error between the truth f(¢) and the function

fo s)ds induced by the MLE output a. A natural choice for connecting /5 error with the
log hkehhood cost used in MLE is the Hellinger distance. So it suffices to prove an upper bound on
the hellinger distance between the MLE output @ and the truth a, for which we need to show a high
probability bound on the empirical Hellinger distance between the two. The key for the analysis is
to show that the empirical Hellinger distance can be bounded by a martingale plus some additive
error terms. This martingale is defined based on the martingales M; associated with the counting
process N;. The additive error terms are the optimization error and the likelihood gap between the
truth and the best one in our hypothesis class. Therefore, our analysis focuses on two parts: a high
probability bound for the martingale, and a high probability bound on the likelihood gap.

To bound the martingale, we need to show a uniform convergence inequality. We first introduce
a dimension notion measuring the complexity of the hypothesis class, and then prove the uniform
convergence based on this notion. Compared to classic uniform inequality for (unmarked) counting
process [[15], our uniform inequality is for marked counting processes, and the complexity notion
and the related conditions have more clear geometric interpretation and are thus easier to verify.

To bound the likelihood gap, we decompose it into three terms, related respectively to the martingale
part of the counting processes, the compensate part of the counting processes, and the cumulative
difference between the two intensities a and a. The first term can be bounded by bounding its vari-
ance and applying a classic martingale inequality. The second term reduces to the KL-divergence,
which can be bounded by the /> approximation error between the truth and the hypotheses. Simi-
larly, the cumulative difference between the two intensities can be bounded by the /5 approximation
error.

We then combine the two to get a bound on the Hellinger distance between the MLE output and the
truth based on the dimension of the hypothesis class. This bound is for general hypothesis class, so
we bound the dimension of our specific hypothesis class. Finally, we convert the Hellinger distance

between the MLE output and the truth to the desired /5 error bound on f and f

The rest of the section is organized as follows. We first show the construction of the key martingale
upper bound for the Hellinger distance in Section and then show how to bound the martingale
and the likelihood gap in Section and Section respectively. In Section we provide the
general bound for the Hellinger distance based on the dimension of the hypothesis class. Finally, in
Section we bound the dimension of our hypothesis class and convert the Hellinger distance to
{5 error, achieving the final bound for learning time varying coverage functions.

B.1 Upper Bound the Hellinger Distance

More precisely, the Hellinger distance is defined as

h%(a,a’) = %ESEt [\/a(S,t) - \/a’(S,t)r

where Es is with respect to the random drawing of S, and E; [g(t)] denotes 7 fo t)dt. Define the
(total) empirical Hellinger distance as

m

Z/ a(S,t) — \/a’(Si,t)rdt

and note that EgE, [Hz (a, a')} =mTh?(a,a’).

12



Define a martingale

M) = [ a(o)d (ZMf,(t)) =3 [ start (149

where M, (t) is the martingale in the marked counting process (S;, N;(t)), and g € G where G is a

set of functions defined as
G = = 11 atad . cA
Ga’ B 0og 2m a :

Let V,,(t|g) denote the n-th order variation process corresponding to M (t|g).

Define two distances on G:

@ (9. Z/ exp (g) — exp (¢)))° dAi(1)

where A;(t) = f(S;,t) is the compensator of N;(¢) and
doo,t(9,9') = (e |exp (9(S, 7)) — exp (9'(S, 7)) -

2l

Now we show that H (+,-) can be bounded by a martingale plus some additive error terms.

Lemma 3| Suppose a is an e;-MLE. Then
2 ("5 ) < M(Tlgn) +

41
4
H?(@,a) < 16M(T|ga) + [ D"|a) — max (D" |a’ )} + dey.

{E(D"ﬂa) maxé(Dm|a )} + iez,
a’eA

Proof. This is a generalization of Lemma 4.1 in [15]] and the proof largely follows their arguments.
Claim 2. Foranyb > 0,

[((D™|b) — £(D™|a)] < M <T‘; log 2) — H?(b,a).

DN | =

Proof. Let hy, := %log 3.

%[K(Dm|b)—£(1)’”|a)] M(T|h) +Z / hodAs (¢ Z / )

and
i_n:/OThbdAi(t)— ;i/j(b—a)dt _ iATlog\/EdAi(t)—;i/;(b—a)dt
< Z/ ([1) dAl(t);Zm:/oT(ba)dt
i=1
= Z/O (x/%—a)dt—;zm:/;(b—a)dt
= —H*b,a) :
This completes the proof. O

Claim 3. Foranya > 0,

(0%

L) - oma) > 10" ) - (D"

13



Proof. By the concavity of the log function,

(Dm|“+a>£(Dma) _ Z/ 1og(‘”a)dN Zin;/ <a+“ >dt
X

7
m

> 72/ log<> ;zin: a—a)d

= g[ﬁ(Dmla) — {D™[a)]. (15)

We letb = a# in Claim [2|and combine with Claima which then leads to
e “) — B%(b,a).

. This, together with the definition of ¢,-MLE, completes the proof for

itewm@ — (D) < M ( |1 o

Note that
the first statement

For the second statement, we use the following claim.

Claim 4 ([13]). 2H2(%t,a) < H?(b,a) < 16H?(%L2, a).
The second statement then follows from the first statement. O

B.2 Bounding the Martingale

We begin with some basics about martingales. Here, for a martingale M (¢), let V,,(¢) denote its n-th
order variation process for n > 2, and let V (¢) := Va(¢). In particular,

V()= lim >, Var(AMy | Hie—yi5) (16)

where the time interval [0, ¢] is partitioned into j subintervals each of length ¢/j, and AM;, =
M(kt/j) — M((k — 1)t/7) is the increment of the martingale over the kth of these intervals. The
higher order moments are defined similarly.

Informally, the increment dV (¢) of the predictable variation process can be written as dV () =
Var(dM (t) | Hs-) = Var(dN(t) | Hs-), since a(t) is predictable given H,;-. Finally, dN (¢) may
only take the value 0 or 1, and it follows that dV(¢) = a(t)dt(1 — a(t)dt) = a(t)dt = dA(t). This
motivates the following claim, which will be useful in our later analysis.

Claim 5 ( [11]). V(¢ fo s)ds = A(t).

The following two classic martingale inequalities will also be useful.

Lemma 8 ([24]). Suppose that |dM (t)| < Cps for all t = 0 and some 0 < Cpp < 0o, and let V (t)
denote its variation process. Then for each x > 0, y > 0,

2
Pr[M(t) >z and V (t) < y° for some t| < exp {(Cx—l—Q)] .
rCm T Y

Lemma 9 ([15]). Suppose for allt > 0 and some constant 0 < Cpy < oo,
Viu(t) < 5’017;23(15), Vn > 2

where R(t) is a predictable process. Then for each x > 0, y > 0,

2
Pr [M(t) > z and R(t) < y* for some t] < exp [—M} .
M

Uniform Inequality for Marked Counting Processes Now, we will prove a uniform inequality
for the martingale M (t|g) defined in (14), which is based on the marked counting process and the
function g € G. Consider the following complexity notion for G based on a covering argument.

14



Definition 10. Suppose d and d' are two families of metrics on G which are indexed by t, that is,
foranyt > 0, d; and d are two metrics on G. The (d, d')-covering dimension of G is the minimum
D > 1 such that there exist c; > 1 and co > 1 satisfying the following. For each ¢ > 0 and each
ball B C G with radius R > ¢, one can find C C G with

Cl < (exR/€)”

that is an e-covering of B for the d; metric and a (cq€)-covering for the d, metric for each t > 0.
8 8 t

Based on this notion we have the following uniform inequality.

Theorem 11. Let D be the (d, d')-covering dimension of G. Suppose for any g,¢9' € G, anyn > 2,
nl _._
Vn(t|g - g/) < C1§C2 Qdf(gvg/)a
and |
n! e
Va(tlg = ¢') < Cs = [Cadi(9,9)]"di (9. 9')

where C1,Cs,C3,Cy > 0 are some constants. Then there exists a constant Cy > 0, such that for
any g* € G, anyy,z > 0and z > Co(y + 1)(z + D),

Pr[M(tlg — g%) = x and d:(g*, g) < y for some t and some g € G] < exp[—2].

Corollary 12. Let D, V,, as specified in Theorem|[[1) Then there exists a constant Cy > 0, such that
forany g* € G, anyy > 0and 0 < 6 < 1, we have that with probability > 1 — 4,

1
M(tlg~ ") < Colu+1) (D -+ 10g 5

for all g and t satisfying d:(g*, g) < y.

Proof. Let M (-) denote M (t|-) for short. For each k = 0,1,2,..., for the ball B(g*,y) and §;, =
O(27%)y, there exists a subset Cy, of size exp {O(kD)} that is both a §;-covering with respect to d;
and a (rdy)-covering with respect to d; for some constant r > 0. Let gj, denote the one in Cy, closest
to g. Since g = go + Y peo(9k+1 — gr), we have

Pr[M(g — ¢*) > x and di(g*, g) < y for some ¢ and some g € G]

< Z Pr[M(go — ¢") > nand d(go, g*) < 2y for some ¢]
90€Co

oo
+Z Z Pr[M(gr — gk+1) > n and di (g, gr+1) < 20 for some
k=0 gk:gr+1

aslongasn+ >,k < .
We have by Lemma [9] that

2
Pr[M(go — g") > nand d:(go, g*) < 2y for some ¢] < exp [—O (niyzﬂ .
Also, for gy, gr+1 wWe have
n! e
Val(tlge — gr+1) < 03561?(%gk+1)[04d2(91«79k+1)] 2
n! e
<Cs gdf(gk,gkﬂ)[@di(%g) + Cudi(g, grs1)]" 2
nl o n—2
< C3 Edt (91> Gi+1)[Cardy + Cyropp1]
n! e
<C3 gdf(gkagk-‘rl) [2C,ra,])" 2.

Then by Lemma(9]

2
Pr[M(gr — gk+1) > nr and de(gk, grt1) < 20 for some ¢] < exp |—O 77’“2) )
77k§lc + 5k
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Note that ) = O(y+/z + cz) ensures 1 > z. So we can choose n = O(yv/z + D + z + D) and
N, = O(0k(z + kD)) so that the ﬁnal statement holds.

We still need to verify 7 + Y p o nx < 2. Since n = O(yvVz+ D + z + D) and iy, = O(03,(2 +
kD)) = O(2 %y(z + kD)), it suffices to have z = O((y + 1)(z + D)). 0

B.3 Bounding the Likelihood Gap

Lemma 13. Suppose there exists an a € A such that with probability at least 1 — §; over S,
B¢ [a'(S,t) — a(S,1)]° < €2. With probability > 1 — mé; over {8} |, we have that with proba-
bility > 1 — 05 over {Mi}?il,

{(D™)a) — €(D™]a) < B(62) :=0O (1/ Qlog 5 + log 5 + Qlog amax + mTea)

where
4 Gmax _ 10 ( mln)
mTei 2 Agin g Amax
Q=——"-"—, and c; = .

w 2 2
(min + Amin < a®. >
—min __ ]
Amax

Corollary 14. Under the condition of Lemmal[l3] (D™ |a) — maxq e 4 {(D™|a’) < B(d2).

Proof. With probability > 1 — méy, B, [a(S;, ) — a(S;, t)]> < €2 for all S;. Assume this is true.

(D™ |a) — £(D™|a)
. i . )
/0 (loga — loga)dN;(t) — /0 (a— a)dt]

|
.MS

N
Il
—

/Olog( )dM() /010g< )dA() /OT(a—a)dt

Tix Ti2 Tis3

I
i

where A;(t) := f(S;,t) is the compensator of N, (t). There are three terms under the sum, each of
which is bounded in the following.

Bounding 7;; The first term T}; has zero expectation, and its variance is Var(T;1) = Ejy [Tfl]
Then

T a T a T, (a\]?
Euv [TA] = / log? <> dVi(t) = / log? <> dAi(t) = 4/ [ log ()} dA(t).
0 a 0 a 0 2 a
We now apply the following claim:
Claim 6 ([23]). If g > —L for some constant L > 0, then
I o1
lg|" < %Cig [exp (g9) — 1]2 , foranyn > 2,

where C% = 74((: ;11)@.

Since £ log (£) > 1 log ( ) by the above claim we have

3] <ot (-1
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and thus

Ey [13] < o<c3>/0Ta (f 1)2«# 0<cz>/0T (Va-va) at

< O(ET)E, (%)2

2T2
< Bl:O(M),

Qmin + a%in

We have that the variance of ), T;; is bounded by mB; and that | >, dM (¢]S;)| < 1 almost surely.
By martingale inequality in Lemmal(g]

1 1

Bounding T;>  Since T} is just the KL-divergence between a(S;, -) and a(S;, -), we can apply the
following claim.

PI‘M

for sufficiently large C;.

Claim 7 (Eqn (7.6) in Lemm 5 in [14])). The KL-divergence between g(-) and §(-) is at most 4 +

g(t) } times their Hellinger distance % fOT(\/g(t) —/g(t))dt.

2log {maxt ’ 70

By this claim,we have

g a G(Si, t) T — 2
Z ) < 4 ;
/0 log (Zi> dA;(t) < (4 + 2log [m?x s /0 <\/a(81,t) \/a(SZ,t)) dt
- _ 2
< <4 + 2log amax) / alSit) ~ (S, 1) dt
amin / Jo \ Va(Si, t) + /a(Si,t)
2
< By = (4 + 2log Gmax) Teq .
%in Gmin + a’%in

Bounding 7;3 For T;3, we have

T
|Ti3‘ § / |a(8i,t) — Zi(Sl,t)\dt S T\/Et|a(Si,t) — Zi(Si, t)|2 = TGa =: B3.
0

Combining the bounds together, we have that ¢(D™|a) — maxg e ¢(D™|a’) is bounded by
O<\/Bllogé+logé+m(B2+Bg)). O

B.4 MLE for Marked Counting Processes

Here we apply Theorem[IT]to bound the empirical Hellinger distance between an approximate MLE
and the truth.

Theorem 15. Let D be the (da, dw)-covering dimension of G, and @ be an ep-MLE. There exist
constants Cy,Cy > 1 such that for any {S;}/~ |, if = > C1 [D + A + €] , then we have

Pry {Eﬂ(a a) > z} < exp[—2/Co] + Prys |4(D™|a) — ngﬁﬁ(l)"ﬂa') > A

where Pr) is with respect to the randomness in {Mz}:11
Proof. We first verify the conditions of Theorem|T1]is satisfied and then apply it to prove the claim.
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Since g, g’ € G are lower bounded by  log 1, Claim@leads to

1
lg—d'|" < 01%5 [exp (g) — exp (¢')]”, forany n > 2

for some constant C'{ > 0. Since (S;, N;(t)) are independent, and the counting process |dM;(t)| <
Ch =1forall t and S, then

t
Vitla—d) = 3 [ la—g v,

t t
< (@Y /0 g — g/ "dVir = (€)™ 2 S /0 19— g/|"dA,

omnl
< UGS di(9,9)

where V; ,, are the n-th order variation processes for M;, and A; is the compensator of A/;. This
verifies the first condition. For the second condition, by Claim@] we have

21
9(S:8) = ¢'(S, ) < C1 55 [exp (9(S, 1)) — exp (¢'(S,t)]° < C3d% 4 (9,9)
where (C})? = C}% 1. Then
19(S,t) — (S, 1)]" 72 = (|g(S,t) — ¢'(S,1)[)""D/2 < [Cldoo (g, g')]" 2

and

Va(tlg —g")

t t
Z/ lg—g/"dVin < (Cé)"‘zz/ lg—g'PPlg—g'|"2dVis
i 70 i J0

t
[C5C1doo,t(9,9'))" > Z/ lg—g'[?dVi2
i 0

N

N

t
(ChChde (9,2 S / 19— g/ PdA;

n— n! n—
= 2d3,4(9,9)[C5C oo (9, 9)]" % < 275,49, 9)[C5Chdoc 19, 9N

We are now ready to apply Theorem [T} The argument is classic, see for example, in [26]. By
Lemma [3|and Lemma4] it suffices to prove

Pros [M(T|ga) > i <“;“,a) —Aand H (a;a,a) > ﬂ <exp|-0(2)].

Let b := 2£ for b € A. The left hand side of the above inequality is bounded by

Pry [M(T|gb) > H%(b,a) — A and H(b,a) > Z for some b}

oo ) N o .z
< ZPrM [M(Tgb) > (23*17> — Aand H(b,a) > 27— for some b] .
= 4 4
Denote the j-th term on the right hand side as P;. Note that g, = 0 and M (T|gy) = M (T'|gy — ga ),
and H(b,a) = d3 7(9b, ga)- So we can apply Theoremuon P;. By setting z = Q(max{D, A})
and z; = O(2/z), we have P; < exp [~2z;] and thus 3~77 | P; < exp [~O(2)]. O

B.5 Sample Complexity of MLE for Learning Time Varying Coverage Functions

To apply Theorem [I5]in our case, we need: 1) to bound the dimension of our hypothesis class; 2) to
transfer the Hellinger distance to ¢, error to get the final bound.

Lemma 16. The (d2, d)-covering dimension of G is at most the number of random features W.
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Proof. Note that dy; and d ; are both nondecreasing with respect to t. So it suffices to show
the existence of a covering of size exponential in W with respect to both dy 7 and dog, 7. In the
following, we only consider the time 7', and write do 7 (doo, 7 respectively) as da (doo respectively).

Note that
~, (d +a d'+a ad+a d'+a
d% (ga/, ga’//) = H2 < 5 , 2 and doo (ga/ y ga//) = max —

t,S 2a 2a
Then, the covering dimension of G is just the (da,dw)-covering dimension of A on which the
distances are (overloading notations):

d%(a’/7 a‘//) = d%(ga'a ga”)7 dOO (a/7 G,N) = doo(ga' ) ga“)-
Then we can apply the same argument as Lemma 15 in [8] to show the dimension is at most 1. That

is, define a mapping from w to aX, and show that the /., distance of the former is approximately the
ds distance of the latter, and the d, distance is bounded by the d; distance (up to constant factors).

We will need to introduce the following definition and then prove a claim showing that the ¢,

distance on w is approximately the do distance on aXX.

Definition 17. Define £ = min,,.o w AW hore A = 7 s P(S)®® " and

T
@:/ odt, and ¢ = [K(t —t(S,11)),..., K(t —t(S,7w)]"
0

Claim 8. For an w,w’,

£

W Kmax

a0~ lloe < ol ) < o7 0 =
Proof. (1) By definition, we have
2
1 2 1 wlo—wTe
d2w7w/:*EE[ Tg_ /T}:i]EE
Haw ) = BB [VaTo = WTo] =SB | e s

1
> B [w o —wTg)”
amax
- (w—-w) A(w-—w)
2a¥%,..T
E /12 f 712
2 - = - .
e w1 > e - w

(2) By definition we have

2
1 2 1 w'd—wTo
2 ) = Z T4 /T —_ -
@B(au, aur) = SESE: [VwT o= Vw'To|” = SEsE, VAT
1
< 4:TESEt ['wT¢ - wlT¢]2
a’min
1
< 4qv Wzﬂ?nawaiw/”io'

min

O

To bound the dimension, the key is to construct coverings of small sizes. By the above claim, the
d2 metric on A approximately corresponds to the ¢, metric on the set of weights. So based on
coverings for the weights with respect to the /., metric, we can construct coverings for .4 with
respect to the dy metric. We then show that they are also coverings with respect to the d., metric.
The bound on the dimension then follows from the sizes of these coverings.

More precisely, given € > 0 and a ball B C A with radius R > €, we construct an e-covering C as
follows. Define a mapping 7 : w + a.,, and define BY = 7~1(B). By Claim the radius of B
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is at most R¥ = 4/ %R (with respect to the ¢, metric). Now consider finding an €¢*-covering

-1
for B with respect to the ¢, metric, where € = (2"‘\7&“%) e. Since BY C RW, by taking the

min

grid with length ¢ /2 on each dimension, we can get such a covering C* with

w
vl < <4Rw>W _ (4 2Ta®, . Wkmax R)

ev £ 2y/a%, €

min

Let C = m(C™), and for any b € B find b as follows. Suppose wj, € BY satisfies 7(w;,) = b and wy

is the nearest neighbor of wj, in C*, then we set b = m(wy).

First, we argue that C is an e-covering w.r.t. the dy metric, i.e., d(b,b) < € for any b € B. It follows
from Claim|[8}

~ w w
do(b,b) < ﬂ“wb — Wil < ﬂew — e

/W w
2 Amin 2 Amin

Second, we argue that C is also an O(e)-covering w.r.t. the do metric, i.e., doo(b,b) = O(e) for any

beB.
b+a E+a
oo (7 (wy), m(wp)) = max |\ [ == — [ —

|b—b|
“S|V2a (VbFa+Vi+a)
_ maxy s [(wy —wy) 9|
= 24/ 20min (0, + Gmin)
Wﬁmax
<
2\/2amin(alrﬁin + amin)

[[wp — wyloo-

So the conditions in the definition of the dimension are satisfied with D = W, ¢4 =

2Tay . . .
4 Gmax Weimax and ¢y = Wotomnas , and thus the dimension of A is at most W. [

£ 2y/al, 24/2azmin (A%, +Gmin)

Now, we can plug the lemma into Theorem [I3] and convert the Hellinger distance to the ¢, distance
between f and our output function f defined by a.

Theorem 18. Suppose a is an ¢;-MLE, and fis the corresponding function.

(i) Suppose there exists an a € A such that with probability at least 1 — 61 over S, E; (¢’ — a)2 < e
Then forany 0 <t < T, and v > 0,

~ 2
Es [F(S,0) = £(5,1)]

A 1 €2 a c2e? 1
< ofe{vaz  + n;“;" {W—i—logy—kez] + Apmax ea+Am"inlog< 2?:) + ﬁlog;

where Amax = Gmax + oo Amin = Gmin + Goyy, and cg is defined in Lemma
(ii) Consequently, if

a 5/4
AmaxT> 5/2 (AmaXT 1Og ar’gax ) / mAmaxT
s + | log ———

min
€

W =0 [ (CZkmax)? ( T

€

and

AIH XT Al’Il XT 1 AII] XT
m:0<a{w+1og = +e4+ g 2 )
€

€ Amin V aﬁinT 10 €
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then with probability > 1 — 6 over {Tz}l pforany 0 <t < T,
2
s|fisn-sen] <

Proof. (i) By Theorem@ and Lemma|T3] there exists 25 of probability at least 1 — md; so that for
any outcome of {S; }l , in it, we have that with probability > 1 — 24,

~ 1
H?*(@,a) <2=0 (D + B(d2) + €¢ + log 5)
2
where D < W by Lemma[I6]

Since H2(@, a) < mT (amax + a

max)

and Epn [fﬂ @, a)} — mTh? (@, a), we have
h2(@, 0) < (81, 05) i= (L= md1)(1 = 262) — + (mdy + 202) (Amax + Al

Now we convert the Hellinger distance between the intensities to the /5 distance between the funci-
tion f and the output f defined by a. Forany 0 < 7 < 7T,

s[fsn-rsn] < Bs UOT|a<s7t>—a(s,t>|dtr
< s [ L[S, 1) — oS, ) dt
< r8s [ [(VASD - Va0) (VAS. D + Vaiso)] e
< 2(amax + %) TEs/ [\/a (S,t) — \/a(S,t)rdt

< Hamax + ) 702 (@, @) < AGmax + Aia) 726 (01, 62).

The first statement then follows from choosing §; = v/m and d5 = v.

(ii) The second statement follows from the first statement and Lemma[2] More precisely, we check
each error term and set the parameters as follows.

e Toensure t?A2 v = O(e),letv = O <A2 < T2>

max

e Toensure “2max [T +log L + ¢/] = O (e), let

m:O(w[W—l-logW—i-q]). 17)
€

€

e To ensure that €2 = O(e?), let o = /€o, and
CZrmax )", 1 (CZFmax)” | M AmaxT
- Elmax ) oo 1) = 1 .
w=0 << €00 > ©8 51(5> © ( 6(5)/2 8T

2
o To ensure t?Apace, = O(e), we need ¢ = O (A £ T) ) To ensure

L i‘;?:é" log ( ) = O(¢), weneed €3 = O ([Amine] / {AmaxT log (‘;’:“:)D Then
we need

Qpmin

W =0 | (CZkmax) (

a 5/4

ApaT\*? [ AwsTlog =\ s
e + —mm logi
€ €Amin €d

(18)
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2 2
CKE(I
minmT’

2
CZ AmaxT 1 AmaxT
= 1 = 1 . 1
" © (AminT o8 € ) © <Amin a®. T o8 € ( 9)

min

e To ensure t2 A, y: log % = O(e), we need

The bound for IV and m then follows from (8] and (T9) respectively. The kernel bandwidth o is

chosen such that 0 = /eg = O (min { (m)lﬂ 7 [Amin€]1/4/ |:AmaxT2 log (‘Zﬁuﬂ)} 1/4})
O
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